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Kernel methods for parametric differential equations

Abstract:
Parametric differential equations are nowadays a well established methodology
to model physical processes with unknown quantities. The unknown quantities
are modeled as random fields which in turn lead (after an approximation) to
high dimensional parameters in the differential equation. A common task is to
compute either the full solution field depending on the parameters or some derived
quantities of interest (QoIs). These QoIs are hence functions on a high dimensional
space. The approximation of such functions is an interesting field. One aspect is
that a suitable function space in which the QoI is contained depends on the
regularity properties of the parametric differential equation. Another aspect is
that the dimension of the domain of the QoI stems from an approximation and
is hence a free parameter itself. A final aspect is that the function evaluations of
the QoI require a numerical solution to a differential equation. Hence the function
evaluations are corrupted by deterministic errors.
We will discuss recent progress on the deterministic a priori error analysis of such
reconstruction problems. We will discuss the use of techniques from machine lear-
ning using problem dependent kernels. Furthermore, we will discuss several pos-
sibilities to choose sampling points for the evaluation of the QoI. Those choices
include scattered points as well as sparse grids.

Finally, we will outline a few connections between kernel methods the emerging

field of deep learning.
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